# **INSERT TAB**

## **TABLE**

### **DETERMINATION OF SIZE**

|  |  |
| --- | --- |
| **Aspect** | **Large Language Models (LLM)** |
| Training Data Size | Massive, typically in the order of billions or even trillions of text samples |
| Model Size | Gigabytes to hundreds of gigabytes |
| Computational Resources | Requires substantial computational power and memory resources |

### **TABLE STYLES + SHADING**

|  |  |
| --- | --- |
| Aspect | Large Language Models (LLM) |
| Training Data Size | Massive, typically in the order of billions or even trillions of text samples |
| Model Size | Gigabytes to hundreds of gigabytes |
| Computational Resources | Requires substantial computational power and memory resources |

|  |  |
| --- | --- |
| **Aspect** | **Large Language Models (LLM)** |
| Training Data Size | Massive, typically in the order of billions or even trillions of text samples |
| Model Size | Gigabytes to hundreds of gigabytes |
| Computational Resources | Requires substantial computational power and memory resources |

### **INSERT ROW/ROWS**

|  |  |
| --- | --- |
| **Aspect** | **Large Language Models (LLM)** |
| Training Data Size | Massive, typically in the order of billions or even trillions of text samples |
| Model Size | Gigabytes to hundreds of gigabytes |
| Computational Resources | Requires substantial computational power and memory resources |
| Fine-tuning Flexibility | Highly adaptable to various downstream NLP tasks through fine-tuning |

### **DELETE ROW/ROWS**

|  |  |
| --- | --- |
| **Aspect** | **Large Language Models (LLM)** |
| Training Data Size | Massive, typically in the order of billions or even trillions of text samples |
| Model Size | Gigabytes to hundreds of gigabytes |
| Computational Resources | Requires substantial computational power and memory resources |

### **INSERT COLUMN/ COLUMNS**

|  |  |  |
| --- | --- | --- |
| **Aspect** | **Large Language Models (LLM)** | **Traditional NLP Models** |
| Training Data Size | Massive, typically in the order of billions or even trillions of text samples | Limited, often in the range of thousands to millions of examples |
| Model Size | Gigabytes to hundreds of gigabytes | Megabytes to a few gigabytes |
| Computational Resources | Requires substantial computational power and memory resources | Less demanding in terms of computational resources |

### **DELETE COLUMN/ COLUMNS**

|  |  |
| --- | --- |
| **Aspect** | **Traditional NLP Models** |
| Training Data Size | Limited, often in the range of thousands to millions of examples |
| Model Size | Megabytes to a few gigabytes |
| Computational Resources | Less demanding in terms of computational resources |

### **MERGE CELLS**

|  |  |
| --- | --- |
| **Aspect** | **Traditional NLP Models** |
| Training Data Size | Limited, often in the range of thousands to millions of examples |
|  | |
| Model Size | Megabytes to a few gigabytes |
|  | |
| Computational Resources | Less demanding in terms of computational resources |

### **SPLIT CELLS**

|  |  |
| --- | --- |
| **Aspect** | **Traditional NLP Models** |
| Training Data Size | Limited, often in the range of thousands to millions of examples |
| Understanding of Context | Relatively limited understanding of context, may require extensive feature engineering |
| Model Size | Megabytes to a few gigabytes |
| Resource Efficiency | May require significant manual annotation and processing to achieve good results |
| Computational Resources | Less demanding in terms of computational resources |